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Abstract

Throttling is one of the most popular budget control methods in today’s online advertising
markets. When a budget-constrained advertiser employs throttling, she can choose whether
or not to participate in an auction after the advertising platform recommends a bid. This
paper focuses on the dynamic budget throttling process in repeated second-price auctions from
a theoretical view. An essential feature of the underlying problem is that the advertiser does
not know the distribution of the highest competing bid upon entering the market. To model
the difficulty of eliminating such uncertainty, we consider two different information structures.
The advertiser could obtain the highest competing bid in each round with full-information
feedback. Meanwhile, with partial information feedback, the advertiser could only have access
to the highest competing bid in the auctions she participates in. We propose the OGD-CB
algorithm, which involves simultaneous distribution learning and revenue optimization. In both
settings, we demonstrate that this algorithm guarantees an O(

√
T logT ) regret with probability

1 − O(1/T ) relative to the fluid adaptive throttling benchmark. By proving a lower bound of
Ω(
√
T ) on the minimal regret for even the hindsight optimum, we establish the near optimality

of our algorithm. Finally, we compare the fluid optimum of throttling to that of pacing, another
widely adopted budget control method. The numerical relationship of these benchmarks sheds
new light on the understanding of different online algorithms for revenue maximization under
budget constraints.
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1 Introduction

The online advertising market has been enjoying prominent growth in recent years. The booming
of new social media forms, e.g., short video platforms, also accelerates the enlargement of such
a giant market. When a user submits an ad query to the market, an auction is held among all
advertisers who are interested in the query, and the winner gets the chance to display her ad. In
practice, due to the enormous market volume, it is common for an advertiser to set a budget to
control the expenditure across a specific time range. Correspondingly, advertising platforms offer
advertisers multiple kinds of budget control methods.

This paper studies one of these methods, called throttling (a.k.a. probabilistic pacing), which is
widely adopted by major advertising platforms including Facebook [29], Google [39], LinkedIn [4]
and Yahoo! [51]. Under throttling, an advertiser’s accumulated payment is controlled by being
excluded from a fraction of auctions throughout the total period (e.g., a day, a week, or a month).
Compared to other budget management strategies [15], e.g., (multiplicative) pacing (a.k.a. bid-
shading), an essential feature of throttling is that an advertiser’s bid is not modified in any auction
instance. In real-life, such an option becomes a prevalent choice, particularly for those small
advertisers, e.g., low-cost app producers. A primary reason is that these advertisers, with an
incomplete enterprise structure, may not be able to collect enough information on the whole market
to set adaptive bids for heterogeneous queries. On the other hand, advertising platforms could
acquire more knowledge on the value of an ad display with more historical data on the market. As
a result, many advertisers would leave the rights to the platform to set the bid in each auction,
and these advertisers would only control whether to participate in an auction given the bid. Such
a phenomenon highlights the importance of throttling as a popular budget control method.

While previous works mainly focused on the throttling strategy from the practical side [4,39,51]
or in an equilibrium view [24], this paper aims to find a dynamic throttling strategy for an advertiser
in repeated second-price auctions with theoretically guaranteed performance. Technically, this
problem belongs to the class of contextual bandits problems with knapsack constraints (CBwK)
[7, 11]. In particular, two problem families with fruitful applications lie in this range, namely
dynamic resource-constrained reward collection (DRC2) problem [12] and online resource allocation
problem [17]. (See a further review on related literature in Section 1.2.) Nevertheless, our problem
critically and inevitably differs from the CBwK prototype and the two concrete meta-problems.
We summarize the differences in Table 1.

More concretely, with almost tight efficiency in the solutions, our problem generalizes the above
three problems in three aspects: (a) The size of the context set in our problem could be arbitrary
from finite to continuum; (b) The reward and the cost are stochastic to the agent (the advertiser)
even after she knows the context (her bid) and makes the decision either to enter or not to; and (c)
the distributions of the reward and the cost are unknown to the agent given the context and the
agent’s decision. For (a), we mention that other works that require a finite context space could fit
into the general case by conducting a discretization on the context set. However, such a procedure
would inescapably increase the regret of the algorithms asymptotically. Meanwhile, (b) and (c)
imply that our problem requires a procedure that can unify learning the unknown distributions
and optimizing the cumulative rewards. We should emphasize that these two points are common
sense in the context of ad auction. In each second-price auction instance, an advertiser’s reward
and cost are determined collaboratively by her bid and the highest competing bid. Since there are
a large number of advertisers in the market simultaneously, it is reasonable to take the mean-field
approximation [13] and assume that the latter is drawn i.i.d. from some distribution. Nevertheless,
such a distribution is intricately correlated with multiple factors, including the market size, the
preference of competing advertisers, and their active time in the market. Consequently, it is almost
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Contextual Bandits Problems
with Knapsacks

Size of
Context Set

Given Context & Action:

Reward & Cost
Stochastic/Fixed?

Distributions of
Reward & Cost Known?

Prototype [7, 11] Finite Stochastic Unknown

Dynamic Resource Constrained
Reward Collection [12]

Finite Stochastic Known

Online Resource Allocation [17] Arbitrary Fixed /

Dynamic Throttling

in Repeated SPA
Arbitrary Stochastic Unknown

Table 1: Difference in the setting of the problem considered in this work and other widely-considered
contextual bandit problems with knapsacks.

impossible for a single advertiser to know this distribution ex-ante. Regarding the intrinsic features
of our problem, our result could provide a new heuristic for simultaneous learning and optimization
to the abundant correlated literature.

1.1 Our Contributions and Techniques

To settle the process of learning the distribution of the highest competing bid, we consider two
information structures in order, with the increasing difficulty of getting a sample. With full infor-
mation feedback, the advertiser could obtain the highest competing bid in each round. However,
such an assumption could be too strong for practice. Therefore, we further consider the partial
information feedback structure, in which the advertiser can acquire the highest competing bid only
when she participates in an auction. We mention that the latter feedback model is realizable in the
industry if the platform announces the highest bid to all participants after an auction. To measure
the performance of an online throttling strategy, we compare the reward brought by a strategy
with the fluid adaptive throttling optimum (1). Such an optimum captures the fluid reward of the
optimal adaptive throttling strategy when the budget constraint is met in expectation. We mention
that computing such a benchmark requires knowledge of the distributions of the advertiser’s bid
and the highest competing bid, and is impossible for the advertiser a priori.

The OGD-CB algorithm and analysis. In this paper, we propose the OGD-CB algorithm,
which guarantees an O(

√
T log T ) regret with probability 1−O(1/T ) with either full/partial infor-

mation feedback (Section 3). In each round, the algorithm is composed of three parts: (a) update
the estimates on the target distribution according to previous samples; (b) decide the action accord-
ing to the estimates and the dual variable; (c) execute an online gradient descent (OGD) procedure
on the dual variable. We now explain how the algorithm works in intuition.

Generally, the optimal fluid adaptive throttling strategy follows a threshold structure captured
by the optimal dual solution. Nevertheless, such a solution cannot be computed directly by the
advertiser in advance without knowledge of the competing distribution. We solve this issue by
introducing the dual variable, which aims to approach the optimal dual parameter via an OGD
procedure. Correspondingly, the decision in each round is made using the approximated dual
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variable. With such a heuristic, we can further prove that the whole procedure does not end too
early. Intuitively, when the cost is low (or high, respectively) in a round, the dual variable would
correspondingly decrease (increase), rendering a higher (lower) probability for the advertiser to
participate in the upcoming rounds. Such an adjustment ensures that the total budget is used up
smoothly around the target expenditure rate. We should mention that a similar methodology has
already been adopted in previous works, e.g., [17].

A critical subject in our problem is estimating each round’s expected reward and cost after
seeing the bid. However, the advertiser does not know the distribution of the highest competing
bid, so she has to learn an empirical distribution via previous samples. Meanwhile, such a learning
process should not interfere with the optimizing procedure. For this part, we adopt the Dvoret-
zky–Kiefer–Wolfowitz (DKW) inequality [45] and form a confidence bound (CB) on the estimation
results. With full information feedback, the number of samples the advertiser sees increases each
round. As a result, the sum of the lengths of confidence intervals across all rounds can be bounded
within O(

√
T log T ). Besides, with partial information feedback, it is important that the advertiser

participates with a high frequency. Or else, the learning process will not converge quickly, and
the algorithm’s performance will have no guarantee. Via a novel argument on the dynamic change
of the dual variable, we can show that our OGD-CB algorithm guarantees a constant entering
frequency without any adjustment. Hence, the O(

√
T log T ) bound still holds for our method even

with only partial information feedback.
Our algorithm has two main advantages. First, our algorithm is computationally friendly. In

each round, the update process of the dual variable only takes a constant time. Second, compared
with other algorithms, our solution does not rely on any particular properties of the distribution of
the highest competing bid. (See Section 1.2 for a review in literature.) Specifically, our solution does
not require the (interim) reward/cost function to be linear, convex/concave, or even continuous.
In particular, our solution even works for discrete distributions.

Lower bound on the regret of online throttling. We continue to explore the lower bound of
the regret of any online throttling strategy compared with the fluid adaptive throttling optimum
(Section 4). Our result shows that an Ω(

√
T ) regret would be unavoidable for online throttling

algorithms under certain problem instances. This result is an extension of the results in [9, 21,49].
Consequently, we argue that our OGD-CB algorithm, which guarantees an O(

√
T log T ) regret with

high probability, reaches near optimality.

Comparison between pacing and throttling. We also compare the throttling strategy with
another widely adopted budget control strategy, known as pacing (Section 5). Notably, we focus on
the fluid optima of these two strategies. Our results show that these two optima could generally have
arbitrary numerical order. Nevertheless, when the optimal fluid pacing strategy exactly depletes
the budget, the corresponding reward is no less than the fluid adaptive throttling benchmark. In
Appendix A, we conduct a further systematic comparison of these two optima with the hindsight
optimum, which is also usually applied as the benchmark for online pacing algorithms [14, 22].
We demonstrate that the numerical relationship of these benchmarks is volatile to the problem
instance (Lemma A.6, Lemma A.7). Our results could provide further insights into comparing
different online throttling and pacing algorithms.

1.2 Additional Related Works

In this part, we will first review two popular budget management strategies in repeated auctions:
throttling and pacing. Further, we will establish our problem’s relationship with works closely
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connected in technique.
Previous works on dynamic throttling mainly stand on the experimental side. Among them, [39]

considers the concept of fair allocation in generalized second-price (GSP) auctions, in which they
define an optimal throttling algorithm for different objectives. [4] also focuses on GSP auctions
from a buyer’s side and implements their algorithm in LinkedIn’s ad serving system. [51] evaluates
a practical online throttling algorithm on the demand-side platform. [23] considers the regret-free
allocation for buyers’ ROI, and shows that such a heuristic outperforms the random throttling
strategy for buyers. On the other hand, [24] focuses on the market equilibrium computationally
when all buyers simultaneously follow a random throttling strategy. Compared to our work, these
works do not engage in a theoretical view of the dynamics of a throttling strategy. Some other works
consider a similar problem for Internet keyword search, known as the AdWords problem [46,47] in
the framework of online matching. As we will come to in the following paragraphs, this problem is
different from our problem in multiple ways.

Pacing is also a well-studied budget control strategy, in which an advertiser shades her value
by a constant factor on her bid. Existing works study such strategy from either a dynamic view
[14,19,22,32,35,43] or an equilibrium view [13,26,27]. Within these works, [14] is highly correlated
with our solution, which also takes a sight from the dual space. Nevertheless, the analysis of
their algorithm relies on the continuity of the distribution function, which is not necessary for our
algorithm. Some papers compare different budget control methods and explore their relationships
on the standpoint of equilibrium [15,16,25]. In particular, [15] shows that in the symmetric system
equilibrium, throttling brings a higher profit for the seller than pacing under certain assumptions.
Some of our results extend such a comparison between throttling and pacing on a buyer’s side.

On the technical side, our problem belongs to the contextual bandits problems with knapsacks
(CBwK) [6, 7, 11, 50]. However, the specific problems considered in those works are different from
our problem in multiple aspects. Particularly, the regret bound of the algorithms for the prototype
problem requires a finite context space [7,11]. [6] assumes that the expectations of reward and cost
are linearly correlated with the context. Further, [50] supposes that the cost of an action is fixed
given the context. In contrast, our problem allows an infinite context space, and the distributions
of reward and cost could be arbitrary. We also compare our problem with another two sets of
problems in CBwK. The first family is dynamic resource-constrained reward collection (DRC2)
problems, which include topics like bidding in repeated auctions [1, 13, 31], dynamic knapsack
[10, 41, 42], multi-secretary [9, 18, 20], network revenue management [21, 33, 37], online matching
[30, 40, 49], and order fulfillment [2, 3, 38], etc. Readers can find a comprehensive survey on these
problems in [12]. This family mainly differs from our problem in that in these problems, the
distributions of reward and cost are known given the context and action. However, in our problem,
such distributions are unknown to the advertiser in advance. Meanwhile, these problems suppose
that the context set is finite. The second family that is close to our problem is online allocation
problems [5, 8, 17, 28, 34, 44, 48]. Nonetheless, this problem family explicitly supposes fixed reward
and cost given a context and action pair, which is not the case for our problem.

Organization. The rest of this work is organized as follows. We introduce the problem model
in Section 2. In section 3, we introduce the OGD-CB algorithm and give a regret bound of the
algorithm under both full and partial information feedback settings. We present the lower bound
of the problem in Section 4. Further, we compare fluid throttling and pacing in Section 5. We
conclude this work in Section 6.
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2 Model

Basic Settings. In this work, we consider the repeated second-price auction market, in which an
advertiser with a budget constraint competes with other advertisers. To match the more prevalent
terminology in literature, we call the “advertiser” the “buyer” in the remaining parts. Assume
there are T rounds of auctions in total, and in each round t ∈ [T ] := {1, 2, · · · , T}, an item is to be
sold to a buyer via a second-price auction. Here, we suppose that T ≫ 1.

This work stands from the viewpoint of a fixed buyer. In each round t ∈ [T ], she obtains
a personal value on the item, which we denote by vt. In real-life, vt captures the recommended
bid from the seller (an advertising platform). We suppose that vt is drawn independently from a
distribution F with support [0, 1]. We use v to represent the vector of buyer’s value across all T
rounds, i.e., v := (vt)t∈[T ]. On the other hand, we suppose that in round t, the highest competing
bid for the buyer is pt, which is independently sampled from a distribution G with support [0, 1].
Such an assumption comes from the mean-field approximation [13] and is commonly adopted in
the literature. Similarly, we let p := (pt)t∈[T ]. In this work, we suppose that both F and G are
unknown to the buyer.

We assume the buyer has a total budget of B across all T rounds, with the maximum average
expenditure being ρ := B/T per round. In this paper, we suppose that ρ is a constant. This
assumption comes from the practice in which the buyer is always asked to set a budget for a fixed
period, with relatively fixed rounds of auctions. To ensure that her total payment is within the
budget, in each round t, the buyer makes a decision xt ∈ {0, 1} after seeing the value vt. Here,
the binary choice of a buyer reflects the nature of throttling, with xt = 1 representing entering
the auction, and xt = 0 standing for saving the budget and not entering the auction. After the
decision, the buyer gets a revenue of xtrt and a cost of xtct in this round, in which rt and ct are
defined respectively as:

rt = (vt − pt)
+, ct = pt1[vt ≥ pt].

Here, (vt−pt)
+ stands for the positive part of (vt−pt) in the formula of rt. The buyer gets positive

revenue and cost in round t only when she chooses to “enter” (i.e., xt = 1) and wins (i.e., vt ≥ pt),
in which case her cost is pt and her revenue is vt−pt for a second-price auction. Again, we mention
here that in the literature of throttling, it is supposed that the buyer bids truthfully (follow the
seller’s recommendation) as long as she enters an auction.

Information Structure. Practically, the condition under which the buyer can observe pt of
round t is crucial to her strategy. Intuitively, the easier the buyer can view pt, the more likely the
buyer can obtain a throttling algorithm with a better revenue guarantee. Aiming at this point, we
consider two different settings on the information structure in this work:

1. [Full information feedback.] The buyer sees pt at the end of any round t.

2. [Partial information feedback.] The buyer sees pt at the end of round t only when her decision
is xt = 1 in this round, i.e., chooses to participate in the auction.

Compared to the full information feedback model, it is certain that the partial information
feedback model is a more difficult one to deal with, since the buyer accesses less information.

We now define the history the buyer can see at the start of each round in these two models.
In the full information feedback model, we use HF

t to denote the view of the buyer at the start of
round t:

HF
t := (vτ , xτ , pτ )1≤τ<t,

5



since in this setting, at the end of each round τ , pτ is always accessible to the buyer, and rτ and cτ
can be deduced from vτ , xτ and pτ . Meanwhile, for the partial information feedback model, since
pτ is revealed to the buyer if and only if xτ = 1, we define HP

t correspondingly as:

HP
t := (vτ , xτ , xτpτ )1≤τ<t.

Notice that pt cannot be reversely computed from xt and xtpt when xt = 0. Similarly, rτ and cτ
can be derived with vτ , xτ and xτpτ with partial information feedback.

The throttling strategy. With the above notations, we now formally define the throttling
strategy of the buyer. We generally use Ht to denote the history that the buyer can access at
the start of round t, which is HF

t in the full information feedback model and HP
t in the partial

information feedback model. Further, we use H̃t to denote the buyer’s view when she sees her value
at round t and is ready to make the decision. Specifically,

H̃t := (Ht, vt, γt) .

Here, γt ∈ Γ is drawn from a probability space to depict the possible randomness that is applied
to compute xt. We further define γ = (γt)t∈[T ]. We use βt : [0, 1]

3t+1 × Γ→ {0, 1} to represent the
buyer’s throttling strategy in round t, for which

xt = βt(H̃t).

As a result, β := (βt)t∈[T ] includes the buyer’s specific strategy across all T rounds and denotes her

overall throttling strategy. Given the inputs v, p and randomness γ, we denote by T β
0 (v,p,γ) ≤ T

the ending time of strategy β, that is, the last round with xt = 1. For succinctness, we abbreviate
this term by T0 when there is no ambiguity. Therefore, the total revenue of β with inputs v and p

is

Uβ(v,p,γ) :=

T0∑

t=1

xtrt.

Benchmark and Regret. In this work, we consider the fluid adaptive throttling benchmark,
which is the optimal expected revenue of any random strategy given the value without exceeding
the budget in expectation. Specifically,

OPT := T · max
π:[0,1]→[0,1]

Ev∼F,p∼G

[
π(v) · (v − p)+

]
, s.t. Ev∼F,p∼G [π(v) · p1[v ≥ p]] ≤ ρ. (1)

We have three remarks on the benchmark we defined above: (a) The benchmark sets a different
throttling parameter for each possible value of the buyer, which captures the buyer’s sight, as she
can only see the item’s value before making a decision. (b) Computing the benchmark requires
direct knowledge of the distributions F and G, which is not the case in reality. Therefore, it is
likely that this benchmark is an upper bound on the expected revenue of any online throttling
strategy. In fact, we show in Section 4 that there is some instance under which even the best
offline/hindsight throttling strategy has an O(

√
T ) gap to the benchmark. (c) To further demon-

strate its reasonability, we will compare the benchmark with another fixed throttling benchmark
in Appendix A.

Consequently, we can define the regret of strategy β facing OPT given v, p and randomness γ,
that is,

Regβ(v,p,γ) := OPT− Uβ(v,p,γ).

6



Clearly, our goal is to design a strategy β such that Regβ(v,p,γ) is small with high probability
on samples (v,p) and randomness γ. Nevertheless, all the strategies we consider in this work does
not involve any kind of randomness besides the input. As a result, we ignore the term γ in all
formulas.

3 The OGD-CB Algorithm

In this section, we introduce an online throttling strategy known as OGD-CB . We obtain an upper
bound of O(

√
T log T ) on the regret of the OGD-CB algorithm with either full information or

partial information feedback. All omitted proofs in this section can be found in Appendix B.

3.1 The Algorithm

Our algorithm is depicted in Algorithm 1. The algorithm first conducts an one-round exploration
to make an appropriate initialization (Line 3–Line 6). After observing the value in each of the
following rounds, the algorithm first gives estimates of the expected revenue and cost based on
the observed history prices (Line 9), and then chooses the action based on a dynamically updated
throttling parameter (Line 10). The throttling parameter λt is updated afterward according to the
estimated cost to control the rate of budget expenditure (Line 12). Intuitively, a large λt implies
that the budget is spent too fast currently, and the algorithm reduces the frequency of entering
the market. Conversely, an average expenditure below the ideal ρ in past rounds will result in a
descent of λt and encourage the algorithm to participate in the auction.

The choice of xt and the update rule of λt aim at approximating the best solution of pro-
gramming (1) with hindsight in the dual space. Let the expected revenue and cost given v be
r(v) := Ep∼G [(v − p)+] and c(v) := Ep∼G [p1[v ≥ p]], then the dual problem of programming (1) is

min
λ≥0

max
π:[0,1] 7→[0,1]

T · (Ev [π(v) · (r(v)− λc(v))] + λρ) , (2)

where λ is the Lagrangian multiplier. For a fixed λ, the objective is maximized by π(v) = 1[r(v) ≥
λc(v)], i.e. choosing to enter for all auctions with positive r(v)− λc(v). Thus, we obtain an upper
bound of OPT by weak duality,

OPT ≤ inf
λ≥0

T ·
(
Ev

[
(r(v)− λc(v))+

]
+ λρ

)
. (3)

Since the buyer cannot compute r(v), c(v) and λ∗ without prior information on the real distributions
F and G, the proposed throttling strategy chooses the action in round t based on the estimates
r̃t(vt), c̃t(vt) and λt instead.

3.2 Full Information Feedback Setting

In the full information setting, the buyer can always observe the price pt in round t whatever her
action is. We first that in this scenario, OGD-CB achieves an O(

√
T log T ) regret bound against

OPT.

Theorem 3.1. With full information feedback, there is a constant CF, such that with probability
at least 1− 4/T , Algorithm 1 guarantees

Regβ(v,p) ≤ CF
√
T lnT .
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Algorithm 1: OGD-CB

Input: ρ, T .
Initialization: I1 ← ∅, B1 ← B, λ1 ← 0.

1 for t← 1 to T do

2 Observe vt;
/* A single round of exploration. */

3 if t = 1 then

4 Choose xt ← 1;
5 Update λt+1 = λt;

6 end

7 else

/* Estimate the revenue and cost with confidence bound. */

8 ǫt ←
√

(ln 2 + 2 lnT )/(2|It|);
9 r̃t(vt)← 1

|It|

∑
τ∈It

(vt − pτ )
+ + ǫtvt, c̃t(vt)← 1

|It|

∑
τ∈It

pτ1[vt ≥ pτ ]− 2ǫtvt;

/* Choose the action according to the estimates. */

10 xt ← 1[r̃t(vt) ≥ λtc̃t(vt)];

/* Online gradient descent on the dual variable. */

11 ηt ← (1/ρ − 1)/
√
t;

12 λt+1 ← (λt + ηt(xtc̃t(vt)− ρ))+;

13 end

/* Observe the sample. */

14 if (FULL-INFO) ∨ (PARTIAL-INFO ∧xt = 1) then

15 Observe pt;
16 It+1 ← It ∪ {t};
17 end

18 else

19 It+1 ← It;
20 end

/* Update the remaining budget. */

21 Bt+1 ← Bt − xtct;
22 if Bt+1 < 1 then

23 break;
24 end

25 end

To prove the theorem, we first need some concentration bounds for the estimation process in
OGD-CB. Below we show that r̃t(vt) and c̃t(vt) are good estimations of r(vt) := Ep∼G [(vt − p)+]
and c(vt) := Ep∼G [p1[vt ≥ p]] correspondingly, by applying Dvoretzky–Kiefer–Wolfowitz (DKW)
inequality [45].

Lemma 3.2. With full information feedback, in round 1 < t ≤ T0, with failure probability q(t, ǫt) :=
2 exp(−2(t− 1)ǫ2t ), for any vt ∈ [0, 1], we have

r(vt) ≤ r̃t(vt) ≤ r(vt) + 2ǫtvt, (4)

8



c(vt)− 4ǫtvt ≤ c̃t(vt) ≤ c(vt). (5)

Another crucial ingredient of the proof concerns with the optimization process in Line 12 of
OGD-CB. Lemma 3.3 gives a useful observation about λt.

Lemma 3.3. For any t ≤ T0 + 1, we have λt ∈ [0, 1/ρ − 1].

With Lemma 3.3 in hand, a standard analysis of the online gradient descent method [36] with
online gain function ht(λ) = λ(xtc̃t(vt)− ρ) gives the following result:

Lemma 3.4. For any λ ∈ [0, 1/ρ − 1], we have

T0∑

t=2

λt(xtc̃t(vt)− ρ) ≥ λ

T0∑

t=2

(xtc̃t(vt)− ρ)−
(
(1/ρ− 1)2

ηT0

+

T0∑

t=2

ηt

)
. (6)

Here, we provide a high-level proof sketch of Theorem 3.1.

Proof Sketch of Theorem 3.1. We prove the result in four steps.

Step 1: We first lower bound the performance of our throttling strategy by using Azuma-
Hoeffding inequality and Lemma 3.2. We arrive at

Uβ(v,p) ≥
T0∑

t=2

xtr̃t(vt)−O
(√

T log T
)
.

Step 2: We next bound
∑T0

t=2 xtr̃t(vt) by rewriting it as

T0∑

t=2

xtr̃t(vt) =

T0∑

t=2

(xtr̃t(vt)− λt (xtc̃t(vt)− ρ))

︸ ︷︷ ︸
R1

+

T0∑

t=2

λt (xtc̃t(vt)− ρ)

︸ ︷︷ ︸
R2

,

and boundingR1, R2 respectively. It is worth mentioning that R1 looks quite similar to the objective
of the dual problem in (2), which intuitively implies R1 is “close” to (T0 − 1)OPT/T . By applying
Azuma-Hoeffding inequality and Lemma 3.2 again, we obtain

R1 ≥
T0 − 1

T
OPT−O

(√
T log T

)
.

As for R2, we apply Lemma 3.4 to obtain

R2 ≥ −O
(√

T
)
.

Step 3: The third step proves that the ending time T0 of our strategy is close to T . More
precisely, we show that

T0 − 1

T
OPT ≥ OPT−O

(√
T log T

)
.

Step 4: Finally, the proof is completed by putting everything together and using a union bound
to lower bound the total failure probability.
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3.3 Partial Information Feedback Setting

In the partial information setting, the buyer can observe pt only if she enters the round t. We show
that the upper bound of O(

√
T log T ) on the regret still holds for this information structure.

Theorem 3.5. With partial information feedback, there is a constant CP, such that with probability
at least 1− 4/T , Algorithm 1 guarantees

Regβ(v,p) ≤ CP
√
T lnT .

As a preparation for the proof of Theorem 3.5, we first give an analog of Lemma 3.2 in the
partial information feedback setting without proof.

Lemma 3.6. With partial information feedback, in round t ≥ 1 with failure probability q′(t, ǫt) :=
2 exp(−2|It|ǫ2t ), for any vt ∈ [0, 1], we have

r(vt) ≤ r̃t(vt) ≤ r(vt) + 2ǫtvt,

c(vt)− 4ǫtvt ≤ c̃t(vt) ≤ c(vt).

The main challenge of regret analysis with partial information is that the algorithm may not
collect enough historical data to give good estimates of r(vt) and c(vt). In other words, we may not
be able to bound the failure probability and the estimation error at the same time. We overcome
this challenge by bounding the entering frequency. Specifically, we use an induction method to
show that |It|, the entering frequency before round t, grows with t in an approximately linearly.

Lemma 3.7. Let Ce := min{(
√
2/2)ρ2, (

√
2/4)ρ}. In the partial information setting, for any t ≥ 2,

Algorithm 1 guarantees that |It| ≥ Ce · (t− 1).

With the help of Lemma 3.6 and Lemma 3.7, we can bound the accumulated inaccuracy in
estimating r(vt) and c(vt) with partial information feedback. The remaining proof of Theorem 3.5
is almost identical to the proof of Theorem 3.1.

4 Lower Bound on the Regret of Online Throttling

This section shows that for any online throttling strategy, its expected regret facing OPT is Ω(
√
T )

even in the full information feedback setting. Our main result in this section is the following
theorem:

Theorem 4.1. There exists an instance tuple (F,G, ρ), such that there is a constant Cl > 0, for
any online throttling strategy β and 4|T , we have

Ev∼FT ,p∼GT

[
Regβ(v,p)

]
≥ Cl

√
T .

Similar results have already existed in [9,21,49] in the literature of dynamic resource-constrained
reward collection problems [12]. Nevertheless, these works consider the difference between hindsight
and fluid bi-directionally adaptive benchmarks. (See Appendix A.) Here, we give a proof exclusive
to our setting. The central idea lying in the proof is to give a proper problem instance, under
which even the optimal throttling strategy with the hindsight of v and p does not escape a regret
of Ω(T ).

Specifically, we consider the problem instance with v always equal to 1, G be the uniform
binary distribution on 1/3 and 2/3, and ρ = 1/2. We first establish an upper bound on Uβ(v,p)
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for any online throttling strategy β when 4|T . Then we give a non-simplified formula for the lower
bound on regret in terms of OPT. Finally, we simplify this lower bound and use Stirling’s formula.
Readers can refer to a full proof in Appendix C.

Note that the performance of an online throttling strategy could only be worse with partial
information. Therefore, Theorem 4.1 also implies that no online throttling strategy can obtain
a better regret in hindsight with partial information feedback. Together with Theorem 3.1 and
Theorem 3.5, this establishes the near-optimality of our OGD-CB algorithm in both information
settings.

5 Comparison between Online Throttling and Online Pacing

In this section, we focus on comparing two popular online budget control methods. The first
one is online throttling, which is studied in this work. The second is online pacing [14], which
is extensively studied in literature and widely adopted in the industry. Specifically, we are most
interested in the comparison of the two strategies. Nevertheless, it is hard to compare two adaptive
learning procedures theoretically. Therefore, we consider the problem in the fluid sense. Also, our
discussion extends the result in [15], which compares these two strategies in system equilibrium.

To start with, we define the fluid benchmark given by the optimal pacing strategy as:

OPTP := T ·max
µ≥0

Ev∼F,p∼G [(v − p)1[v ≥ (1 + µ)p]] , s.t. Ev∼F,p∼G [p1[v ≥ (1 + µ)p]] ≤ ρ.

OPTP captures the optimal expected revenue brought by any pacing strategy not exceeding the
budget in expectation.

We now focus on comparing OPT and OPTP. Our answer to the problem is two-fold: (1) In
the very general sense, the numerical order of the revenue brought by these two strategies can be
arbitrary. (2) When the optimal pacing strategy exhausts the budget, then this strategy is even
better than the optimal adaptive throttling strategy.

In the general case, we have the following lemma, indicating that optimal throttling and pacing
can have arbitrary numerical order.

Lemma 5.1. In different cases, any of OPT > OPTP, OPT = OPTP and OPT < OPTP may
happen.

We now prove Lemma 5.1 with an example.

Example 5.1. We now discuss the scenario in which v follows a uniform binary distribution on
3/8 and 1, while p follows a uniform binary distribution on 1/4 and 3/4. Meanwhile, we assume
T = 1. We analyze the numerical relationships of the three benchmarks when ρ grows from 1/8 to
1/4.

• For optimal pacing, we have µ∗ = 1/2, and OPTP = 7/32 for any value ρ in [1/8, 1/4].

• For optimal adaptive throttling, we always have π∗(3/8) = 0. Meanwhile, π∗(1) grows linearly
from 1/2 to 1 with ρ growing from 1/8 to 1/4, and OPT grows correspondingly from 1/8 to
1/4.

Since 1/4 > 7/32 > 1/8, by continuity, any of the three events may occur with different ρ ∈
[1/8, 1/4].

11



Nevertheless, when the optimal pacing strategy accurately exhausts the budget in expectation,
we can show that it is no worse strategy than optimal adaptive/fixed throttling. In fact, from the
proof of the following lemma, we can even demonstrate that it is the best strategy in the expected
sense.

Lemma 5.2. If there is some µ∗ ≥ 0 such that Ev∼F,p∼G [p1[v ≥ (1 + µ∗)p]] = ρ, then OPTP ≥
OPT holds.

Proof of Lemma 5.2. For any v, p ∈ [0, 1], we let J(v, p) ∈ [0, 1] be a generalized choice function
which indicates the probability that the buyer agrees to enter the auction in with knowledge of her
value v and the highest competitive bid p. We consider the following optimization problem, which
gives the fluid bi-directionally adaptive benchmark (Appendix A):

OPTS := T · max
J :[0,1]2→[0,1]

Ev∼F,p∼G [(v − p)J(v, p)] , s.t. Ev∼F,p∼G [pJ(v, p)] ≤ ρ.

Clearly, by definition, OPT ≤ OPTS and OPTP ≤ OPTS hold. By duality, we have

OPTS ≤ min
µ≥0

max
J :[0,1]2→[0,1]

T · Ev∼F,p∼G [(v − (1 + µ)p)J(v, p)] + µρT

= min
µ≥0

T · Ev∼F,p∼G

[
(v − (1 + µ)p)+

]
+ µρT.

Here, µ is the dual variable. Now, let µ∗ ≥ 0 satisfy Ev∼F,p∼G [p1[v ≥ (1 + µ∗)p]] = ρ. As a result,
we have

OPTP ≥ T · Ev∼F,p∼G [(v − p)1[v ≥ (1 + µ∗)p]]

= T · Ev∼F,p∼G [(v − p)1[v ≥ (1 + µ∗)p]]− µ∗T (Ev∼F,p∼G [p1[v ≥ (1 + µ∗)p]]− ρ)

= Ev∼F,p∼G

[
(v − (1 + µ∗)p)+

]
+ µ∗ρT

≥ OPT,

which indicates that OPTP = OPTS ≥ OPT.

In Appendix A, we add three more benchmarks into the comparison, hoping to give a panorama
of these two budget control methods and the optimal benchmarks in the dynamic setting. Despite
the difference in performance, we want further to emphasize the different application scenarios of
these two strategies. A significant distinction between throttling and pacing is that the buyer can
modify the bid under pacing, but cannot with throttling. In real-life, with sufficient market insight,
giant advertisers tend to hold the bidding rights in their hands. However, such an option may not
be applicable for small advertisers, since they do not have enough knowledge and prediction on the
market. Consequently, bidding by themselves may lead to inappropriate usage of the budget and
a loss of revenue. On the other hand, it might be a better choice for them to get a recommended
bid from the platform, which has a complete view of the market. The above is possibly the main
reason why the market embraces both budget management strategies.

6 Concluding Remarks

As a problem that originated from the practical side, dynamic throttling in second-price auction
finds its place in the wide range of contextual bandits problems with knapsacks. Nonetheless,
this problem is substantially different from other closely related problems in the sense that the
distributions of the reward and cost are both unknown to the deciding agent. Such a difference
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turns out to be a determining factor for the regret bound of the algorithm compared to other
problems. Consequently, a natural question is that whether the O(

√
T log T ) upper bound and the

Ω(
√
T ) lower bound can be closed. Meanwhile, we hope for a more thorough understanding of the

fluid throttling/pacing benchmarks and the hindsight benchmark (Appendix A), especially their
approximation relationships.

Another possible direction exclusive to our problem is strengthening the information structure
so that the buyer can only see the highest competing bid when she wins the auction. Clearly, under
such a setting, the samples seen by the buyer are biased. It is interesting to see whether we can
simultaneously conduct the learning and optimizing process in this setting.
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A Reasoning on Different Benchmarks

In this section, we give a synthesized analysis of different benchmarks for budget control methods
in repeated second-price auctions. Specifically, we consider four fluid benchmarks and the hindsight
benchmark OPTH. These four fluid benchmarks include the fixed-throttling benchmark OPT0, the
adaptive-throttling benchmark which we mainly focus on in this paper OPT, the pacing benchmark
OPTP and the bidirectionally adaptive benchmark OPTS which we come through in the proof of
Lemma 5.2.

A.1 The Fluid Fixed-Throttling Benchmark

To start this section, we first consider the fluid fixed-throttling benchmark OPT0, which corresponds
to the optimal fixed throttling strategy for all possible values. Concretely, it has the following
definition:

OPT0 := T · max
θ∈[0,1]

Ev∼F,p∼G

[
θ · (v − p)+

]
, s.t. Ev∼F,p∼G [θ · p1[v ≥ p]] ≤ ρ. (7)

Clearly, the feasible set of θ in programming (7) is a subset of the feasible set in programming
(1). Therefore, it is certain that OPT0 ≤ OPT. In fact, it is common that OPT−OPT0 = Θ(T ).
Example A.1 gives an instance.

We now show that OPT0 is weak in the sense that even the näıve online algorithm that always
enters can guarantee an O(

√
T log T ) regret over OPT0.

Lemma A.1. Let N be the strategy that always enters until the budget is depleted. Then, with
probability 1−O(1/T ),

OPT0 − UN (v,p) = O(
√

T log T ).

Proof of Lemma A.1. Let R := Ev∼F,p∼G [(v − p)+] and C := Ev∼F,p∼G [p1[v ≥ p]]. We immedi-
ately have OPT0 = ρRT/C. By Hoeffding’s inequality, we have with probability 1− 2/T ,

T0∑

t=1

rt ≥ RT0 −
√

T lnT

2
, ρT ≤

T0∑

t=1

ct + 1 ≤ CT0 +

√
T lnT

2
+ 1.

Combining the two inequalities, we derive the lemma.

A.2 An Extended Comparison on Throttling and Pacing

With the fixed-throttling benchmark OPT0, we can give a more thorough comparison between the
throttling strategy and the pacing strategy in the fluid sense, which is an extension of the result
in Section 5. An interesting conclusion is that even OPT0, which is always no larger than OPT,
could be larger than OPTP in certain circumstances.

Lemma A.2 (An extension of Lemma 5.1). In different cases, any of OPTP > OPT > OPT0,
OPT > OPTP > OPT0 and OPT > OPT0 > OPTP may happen.

Similarly, the proof is done by considering OPT0 in Example 5.1.

Example A.1. We now consider OPT0 in the setting of Example 5.1. Specifically, when ρ increases
from 1/8 to 1/4, θ∗ increases from 2/5 to 4/5 linearly with ρ, and OPT0 respectively increases from
9/80 to 9/40. Since 1/4 > 9/40 > 7/32 > 1/8 > 9/80, any of the three events may occur with
different ρ ∈ [1/8, 1/4].
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A.3 Towards the Optimal Revenue

Now we come to define two benchmarks which characterize the optimal revenue of any bidding
mechanisms. These two benchmarks are widely studied in literature other than auction. The first
is hindsight benchmark (a.k.a. hindsight optimum [21]), with the following definition:

OPTH := Ev∼FT ,p∼GT [UH(v,p)]

UH(v,p) := max
x∈{0,1}T

T∑

t=1

xt(vt − pt)
+, s.t.

T∑

t=1

xtpt1[vt ≥ pt] ≤ ρT.

The second optimum, which we refer to as the fluid bi-directionally adaptive benchmark (a.k.a.
fluid benchmark [49] or deterministic LP [21] in the discrete case) is called as the fluid benchmark
or deterministic LP in literature, has already appeared in the proof of Lemma 5.2. We explicitly
give the definition again for clearness:

OPTS := T · max
J :[0,1]2→[0,1]

Ev∼F,p∼G [(v − p)J(v, p)] , s.t. Ev∼F,p∼G [pJ(v, p)] ≤ ρ.

As a direct consequence of the definition, we have OPTS ≥ OPT ≥ OPT0 and OPTS ≥ OPTP.
Meanwhile, we derive the following result from the proof of Lemma 5.2.

Lemma A.3. If there is some µ∗ ≥ 0 such that Ev∼F,p∼G [p1[v ≥ (1 + µ∗)p]] = ρ, then OPTP =
OPTS.

We are much interested in how OPTH compares with these four benchmarks. To start with,
we review some results in literature on comparing OPTS and OPTH. The most fundamental and
well-known result tells that OPTS ≥ OPTH by Jensen’s inequality. Further, we have the following
two results from previous works.

Proposition A.4 (From [9,21,49]). There exists an instance tuple (F,G, ρ), under which OPTS−
OPTH = Θ(

√
T ) holds.

Proposition A.5 (From [37, 50]). There exists an instance tuple (F,G, ρ), under which OPTS −
OPTH = Θ(1) holds.

We extend the above results by getting the other three benchmarks involved. To start with, we
notice that in the example for the lower bound in Theorem 4.1, all four benchmarks OPTS, OPT,
OPT0, and OPTP coincide. Therefore, we have the following lemma.

Lemma A.6. There exists an instance tuple (F,G, ρ), under which OPTS = OPTP = OPT =
OPT0 and OPTS −OPTH = Θ(

√
T ) simultaneously hold.

Further, we give another instance, which illustrates the following lemma.

Lemma A.7. There exists an instance tuple (F,G, ρ), under which OPTP = OPT = OPT0,
OPTS −OPTH = Θ(1), and OPTS −OPT = Θ(T ) simultaneously hold.

Proof of Lemma A.7. For the instance, we let v always equal to 1, G be the uniform binary distri-
bution on 1/3 and 2/3, and ρ = 1/3. Therefore, in this instance,

• J∗(1, 1/3) = 1, J∗(1, 2/3) = 1/2, and OPTS = (5/12)T ;

• µ∗ = 2, and OPTP = (1/3)T ;

15



• π∗(1) = θ∗ = 2/3, and OPT = OPT0 = (1/3)T .

We now calculate OPTH when 2|T . We let S be the number of 1/3(s) in p, then by a similar
argument in the proof of Theorem 4.1, we have

UH(v,p) =
2

3
· S +

1

3
·
⌊
T − S

2

⌋
.

Therefore, we derive that

OPTH =
1

2T

T∑

S=0

(
2

3
· S +

1

3
·
⌊
T − S

2

⌋)(
T

S

)

=
1

2T

T∑

S=0

(
1

6
T +

1

2
S

)(
T

S

)
− 1

6 · 2T
T/2∑

t=1

(
T

2t− 1

)

(a)
=

1

6
T +

1

2T

T−1∑

S=0

(
T − 1

S

)
− 1

12
=

5

12
T − 1

12
.

Here, (a) is because S ·
(T
S

)
= T ·

(T−1
S−1

)
for 1 ≤ S ≤ T and

∑T/2
t=1

( T
2t−1

)
= 2T−1. Hence the lemma

is proved.

B Missing Proofs in Section 3

B.1 Proof of Lemma 3.2

In the full-information setting, the buyer can observe all the history prices (Line 14), i.e. for
any t > 1, |It| = {1, 2, · · · , t − 1}. Note that Line 9 of OGD-CB essentially estimates r(vt) and
c(vt) according to an empirical distribution Ĝt. In detail, we let Ĝt be the distribution of (t − 1)
independent samples of p, then we have

r̃t(vt) =
1

t− 1

∑

1≤τ≤t−1

(vt − pτ )
+ + ǫtvt = Ep∼Ĝt

[
(vt − p)+

]
+ ǫtvt,

c̃t(vt) =
1

t− 1

∑

1≤τ≤t−1

pτ1[vt ≥ pτ ]− 2ǫtvt = Ep∼Ĝt
[p1[vt ≥ p]]− 2ǫtvt.

We now do a calculation on r(vt) and c(vt). By using integration by parts, we have

r(vt) = Ep∼G

[
(vt − p)+

]
=

∫ vt

0
(vt − p) dG(p) = −

∫ vt

0
G(p) d(vt − p) =

∫ vt

0
G(p) dp,

c(vt) = Ep∼G [p1[vt ≥ p]] =

∫ vt

0
pg(p) dp = vtG(vt)−

∫ vt

0
G(p) dp.

By DKW inequality, for any ǫt ≥ 0, we have

Pr

[
sup

p∈[0,1]

∣∣∣Ĝt(p)−G(p)
∣∣∣ ≥ ǫt

]
≤ 2 exp

(
−2(t− 1)ǫ2t

)
= q(t, ǫt).

Suppose that
∣∣∣Ĝt(p)−G(p)

∣∣∣ ≤ ǫt happens for every p ∈ [0, 1], then for any vt ∈ [0, 1], we have

∣∣∣Ep∼Ĝt

[
(vt − p)+

]
− Ep∼G

[
(vt − p)+

]∣∣∣ =
∣∣∣∣
∫ vt

0

(
Ĝt(p)−G(p)

)
dp

∣∣∣∣ ≤ ǫtvt,
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∣∣∣Ep∼Ĝt
[p1[vt ≥ p]]− Ep∼G [p1[vt ≥ p]]

∣∣∣ =
∣∣∣∣vt
(
Ĝt(vt)−G(vt)

)
−
∫ vt

0

(
Ĝt(p)−G(p)

)
dp

∣∣∣∣ ≤ 2ǫtvt.

As a result, by the definition of r̃t(·) and c̃t(·) in Algorithm 1, we derive the lemma.

B.2 Proof of Lemma 3.3

First, observe that

r̃t(vt) = Ep∼Ĝt

[
(vt − p)+

]
+ ǫtvt

= Ep∼Ĝt
[vt1 [vt ≥ pt]]− Ep∼Ĝt

[pt1 [vt ≥ pt]] + ǫtvt

= E
p∼Ĝt

[vt1 [vt ≥ pt]]− c̃t(vt)− ǫtvt.

Then by the choice of xt, we have

xtc̃t(vt) ≤
xt

1 + λt

(
Ept∼Ĝt

[vt1 [vt ≥ pt]]− ǫtvt

)
≤ 1

1 + λt
, (8)

since the value of xt(r̃t(vt)− λtc̃t(vt)) must be no less than 0. If we assume λt ≤ 1
ρ − 1, we have

λt+1 = (λt + ηt(xtc̃t(vt)− ρ))+
(a)

≤
(
λt +

ηt
1 + λt

− ηtρ

)+

(b)

≤ max

{
ηt(1− ρ),

1

ρ
− 1, 0

}
(c)
=

1

ρ
− 1.

In the derivation above, (a) follows the bound of xtc̃t(vt) in (8); (b) is due to the convexity of
λt +

ηt
1+λt

and λt ∈ [0, 1/ρ− 1]; (c) uses the fact that ηt ≤ 1 and ρ ≤ 1. Since λ1 = λ2 = 0 ≤ 1
ρ − 1,

by induction we obtain that λt ≤ 1
ρ − 1 uniformly for all t ≤ T0 + 1 .

B.3 Proof of Lemma 3.4

By the update rule of λt, we have for any λ ∈ [0, 1/ρ − 1],

‖λt+1 − λ‖2 ≤ ‖λt + ηt(xtc̃t(vt)− ρ)− λ‖2
1

ηt

(
‖λt+1 − λ‖2 − ‖λt − λ‖2

)
≤ (λt − λ)(xtc̃t(vt)− ρ) + ηt‖(xtc̃t(vt)− ρ‖2.

A telescoping summation from t = 2 through T0 gives

T0∑

t=2

(λt − λ)(xtc̃t(vt)− ρ) ≥
T0∑

t=2

1

ηt

(
‖λt+1 − λ‖2 − ‖λt − λ‖2

)
−

T0∑

t=2

ηt‖(xtc̃t(vt)− ρ‖2

(a)

≥
T0∑

t=2

1

ηt

(
‖λt+1 − λ‖2 − ‖λt − λ‖2

)
−

T0∑

t=2

ηt

(b)

≥ −
(
1

ρ
− 1

)2 T0∑

t=3

(
1

ηt
− 1

ηt−1

)
−

T0∑

t=2

ηt

≥ −(1/ρ− 1)2

ηT0

−
T0∑

t=2

ηt,

where (a) holds since |(xtc̃t(vt)− ρ| ≤ 1 and (b) follows from Lemma 3.3 and that ηt decreases in t.
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B.4 Proof of Theorem 3.1

Throughout the proof, we assume that ρ ≤ 1, otherwise the problem is trivial. We prove the result
in four steps. We first lower bound the performance of our throttling strategy by using Azuma-
Hoeffding inequality and Lemma 3.2. Then we rewrite the lower bound into two parts and bound
each part respectively. The third step proves that the ending time T0 of our strategy is close to T .
Finally, we conclude by combining these steps to obtain the desired result.

Step 1: lower bound on the performance. We start with lower-bounding the total reward
that the algorithm gets. Notice that

Evt∼F,pt∼G [xt(rt − r(vt)) | Ht] = 0.

Thus, by applying Azuma–Hoeffding inequality, we have

Uβ(v,p) =

T0∑

t=1

xtrt ≥
T0∑

t=1

xtr(vt)−
√
2T lnT , (9)

with a failure probability of 1/T . Suppose that the event stated in Lemma 3.2 happens, i.e. all the
estimations are successful, which holds with probability at least 1−∑T0

t=2 q(t, ǫt). In this case, (4)
establishes for all 2 ≤ t ≤ T0 and hence

T0∑

t=2

xtr(vt) ≥
T0∑

t=2

xtr̃t(vt)− 2

T0∑

t=2

xtǫtvt. (10)

Here, we start the summation from t = 2 since r̃t(·) is not defined for t = 1. By the construction
of ǫt =

√
(ln 2 + 2 ln T )/(2(t− 1)) with full-information feedback, we have

T0∑

t=2

ǫt ≤
√
2T (ln 2 + 2 lnT ) , and

T0∑

t=2

q(t, ǫt) ≤ 1/T. (11)

Combining equations (9), (10) and (11), with probability at least 1− 2/T , we have

Uβ(v,p) ≥
T0∑

t=2

xtr̃t(vt)−
√
2T lnT − 2

√
2T (ln 2 + 2 lnT ). (12)

Step 2: bounding
∑T0

t=2 xtr̃t(vt). We next consider the first term in the right hand side of (12).
Rewriting it into two parts, we have

T0∑

t=2

xtr̃t(vt) =

T0∑

t=2

(xtr̃t(vt)− λt (xtc̃t(vt)− ρ))

︸ ︷︷ ︸
R1

+

T0∑

t=2

λt (xtc̃t(vt)− ρ)

︸ ︷︷ ︸
R2

. (13)

Let π∗ : [0, 1] 7→ [0, 1] be the optimal solution for the benchmark OPT defined in Program (1).
We have

R1 =

T0∑

t=2

xt(r̃t(vt)− λtc̃t(vt)) +

T0∑

t=2

λtρ
(a)

≥
T0∑

t=2

π∗(vt)(r̃t(vt)− λtc̃t(vt)) +

T0∑

t=2

λtρ
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(b)

≥
T0∑

t=2

π∗(vt)(r(vt)− λtc(vt)) +

T0∑

t=2

λtρ =

T0∑

t=2

(π∗(vt)(r(vt)− λtc(vt)) + λtρ) . (14)

Here (a) holds by the decision rule in Line 10; (b) follows from Lemma 3.2. Note that (b) brings
no additional probability of failure as we already assume (4) and (5) holds for all t in the first step.

As π∗ is optimal and feasible, we have

T · Evt∼F [π
∗(vt)r(vt)] = OPT, (15)

Evt∼F [π
∗(vt)c(vt)] ≤ ρ. (16)

Notice that λt and vt are independent, so we further have for any t,

Evt∼F [λtπ
∗(vt)c(vt)− λtρ | Ht] ≤ 0. (17)

Combining (15) and (17), we have

Evt∼F

[
π∗(vt)(r(vt)− λtc(vt))−

(
OPT

T
− λtρ

) ∣∣∣∣Ht

]
≥ 0.

Thus, we can again apply Azuma–Hoeffding inequality and get

R1 ≥
T0∑

t=2

(π∗(vt)(r(vt)− λtc(vt)) + λtρ) ≥
T0 − 1

T
OPT−

√
2T lnT , (18)

As for the other part R2, with the help of Lemma 3.4, we have

R2

(a)

≥ −
(
(1/ρ− 1)2

ηT0

+

T0∑

t=2

ηt

)
(b)

≥ −3(1/ρ − 1)
√
T , (19)

where (a) holds by setting λ = 0 in (6) and (b) holds since ηt = (1/ρ − 1)/
√
t and T0 ≤ T .

Applying (18) and (19) to (13), we have

T0∑

t=2

xtr̃t(vt) ≥
T0 − 1

T
OPT−

√
2T lnT − 3(1/ρ − 1)

√
T , (20)

which holds with an extra failure probability 1/T .

Step 3: bounding the stopping time T0. This step aims to show that Algorithm 1 does not
run out of budget too early so that T0 is actually close to T with high probability. Intuitively, we
prove this by arguing that the expenditure rate of Algorithm 1 is fairly close to the target rate ρ.
By the update rule we have for every t ∈ {2, · · · , T0},

λt+1 ≥ λt + ηt(xtc̃t(vt)− ρ).

Reordering terms and summing up from 2 through T0, one has

T0∑

t=2

(xtc̃t(vt)− ρ) ≤
T0∑

t=2

λt+1 − λt

ηt

(a)
=

λT0+1

ηT0

+

T0∑

t=3

(
1

ηt−1
− 1

ηt

)
λt
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(b)

≤ λT0+1

ηT

(c)

≤ 1/ρ− 1

ηT
. (21)

where (a) holds since λ2 = 0; (b) uses the uses the construction that ηt is decreasing; and (c) holds
by Lemma 3.3. Consequently, we have

ρ(T − T0 + 1)
(a)

≤
T0∑

t=2

xtct + 2− ρ (T0 − 1)

(b)

≤
T0∑

t=2

xtc̃t(vt)− ρ (T0 − 1) +
√
2T lnT + 4

T0∑

t=2

xtǫtvt + 2

(c)

≤
T0∑

t=2

(xtc̃t(vt)− ρ) +
√
2T lnT + 4

√
2T (ln 2 + 2 ln T ) + 2

(d)

≤
√
T +
√
2T lnT + 4

√
2T (ln 2 + 2 lnT ) + 2.

Here, (a) holds since
∑T0

t=2 xtct + 2 ≥ B = ρT ; (b) is derived by applying the inequality (5)

and Azuma-Hoeffding inequality to bound the difference between
∑T0

t=2 xtct and
∑T0

t=2 xtc̃t(vt); (c)
follows from (11); and (d) follows from (21) and ηT = (1/ρ − 1)/

√
T . Note that only the Azuma-

Hoeffding inequality in (b) brings an extra failure probability of 1/T .
Simple rearrangements establish that,

T0 − 1

T
OPT ≥ OPT− OPT

Tρ

(√
T +
√
2T lnT + 4

√
2T (ln 2 + 2 ln T ) + 2

)
. (22)

Step 4: Putting everything together. Observe that OPT/T = Θ(1) and ρ = Θ(1). Therefore,
combining inequalities (12), (20) and (22), there is a constant CF such that with probability at
least 1− 4/T ,

Uβ(v,p) ≥ OPT− CF
√
T lnT ,

which concludes the proof of Theorem 3.1.

B.5 Proof of Lemma 3.7

We demonstrate by analyzing the dynamic process of λt. Intuitively, the trajectory of λt can be
divided into consecutive phases, based on whether λt = 0 or λt > 0.

Specifically, we prove by induction. When t = 2, the lemma naturally holds since Algorithm 1
chooses to enter in the first round, and therefore |I2| = 1.

Now suppose the lemma holds for all 2 ≤ t ≤ τ . When t = τ + 1, we consider by cases on
whether λτ = 0.

Case 1: λτ = 0. This case is rather trivial. Notice that by definition r̃τ (vτ ) ≥ ǫτvτ > 0, therefore,
r̃τ (vτ )− λτ c̃τ (vτ ) > 0 and xτ = 1 by the decision rule. As a result,

|Iτ+1| = |Iτ |+ 1 ≥ Ce(τ − 1) + 1 ≥ Ceτ.
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Case 2: λτ > 0. In this case, we define l(τ) := max{t < τ : λt = 0} be the last time t < τ such
that λt = 0. Note that such l(t) is well-defined since λ2 = 0. We further define τ+ := |{l(τ) ≤ t <
τ : xt = 1}| be the rounds in [l(τ), τ) such that Algorithm 1 chooses to enter. We now give a lower
bound on τ+/(τ − l(τ) + 1).

Notice that by the definition of l(τ), we have λt+1 − λt = ηt(xtc̃t(vt)− ρ) for any l(τ) ≤ t < τ .
As a result, we have

λτ − λl(τ) =

τ−1∑

t=l(τ)

(λt+1 − λt) =

τ−1∑

t=l(τ)

ηt(xtc̃t(vt)− ρ)

(a)

≤ (1− ρ)

l(τ)+τ+−1∑

t=l(τ)

ηt − ρ

τ−1∑

t=l(τ)+τ+

ηt =

l(τ)+τ+−1∑

t=l(τ)

ηt − ρ

τ−1∑

t=l(τ)

ηt.

Here, (a) holds since when xt = 1, xtc̃t(vt)− ρ ≤ 1− ρ. Further, ηt is decreasing in t. Now that we
have λτ > 0 = λl(τ). Meanwhile, for any 2 ≤ t1 ≤ t2, we have

2(
√
t2 + 1−

√
t1) ≤

t2∑

t=t1

1/
√
t ≤ 2(

√
t2 −

√
t1 − 1).

Therefore, noticing that ηt = (1/ρ− 1)/
√
t, we have

0 ≤ λτ − λl(τ) ≤ (1− ρ)

l(τ)+τ+−1∑

t=l(τ)

ηt − ρ

τ−1∑

t=l(τ)+τ+

ηt =

l(τ)+τ+−1∑

t=l(τ)

ηt − ρ

τ−1∑

t=l(τ)

ηt

≤ 2(
√

l(τ) + τ+ − 1−
√
l(τ)− 1)− 2ρ(

√
τ −

√
l(τ)).

That is,
√

l(τ) + τ+ − 1−
√
l(τ)− 1 ≥ ρ(

√
τ −

√
l(τ)). We temporarily write u :=

√
τ −

√
l(τ) for

simplicity, and consequently derive that

τ+

τ − l(τ) + 1
≥ (ρu+

√
l(τ)− 1)2 − (l(τ)− 1)

(u+
√
l(τ))2 − l(τ)

· τ − l(τ)

τ − l(τ) + 1

(a)

≥ 1

2
· ρ

2u2 + 2ρ
√

l(τ)− 1

u2 + 2u
√

l(τ)

(b)

≥ min

{√
2

2
ρ2,

√
2

4
ρ

}
= Ce.

Here, (a) establishes as τ − l(τ) ≥ 1, and (b) holds since l(τ) ≥ 2. Hence, we derive that

|Iτ+1| ≥ |Il(τ)|+ τ+ ≥ Ce(l(τ)− 1) + Ce(τ − l(τ) + 1) = Ceτ.

By combining the two cases and induction, we conclude that Lemma 3.7 holds.

B.6 Proof of Theorem 3.5

According to Lemma 3.7, we have

ǫt =

√
ln 2 + 2 lnT

2|It|
≤ ln 2 + 2 lnT

2Ce(t− 1)
.
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Hence,

T0∑

t=2

ǫt ≤
T0∑

t=2

√
ln 2 + 2 lnT

2Ce(t− 1)
≤
√

2T (ln 2 + 2 ln T )

Ce
.

Meanwhile, the failure probability in estimation is also bounded:

T0∑

t=2

q′(t, ǫt) = 2

T0∑

t=2

exp(−2|It|ǫ2t ) ≤ 1/T.

The remaining proof of Theorem 3.5 is almost identical to the proof of Theorem 3.1, and we
omit it.

C Missing Proofs in Section 4

C.1 Proof of Theorem 4.1

We construct such a problem instance with v always equal to 1, G be the uniform binary distribution
on 1/3 and 2/3, and ρ = 1/2. Consider the optimal strategy π∗ for OPT. Under this instance, we
have Ep∼G [p] = 1/2. Therefore, π∗(1/3) = π∗(2/3) = 1, and OPT = θ∗ · Ep∼G [1− p] = 1/2.

Now, we consider any online throttling strategy β when 4|T . Since v always equals to 1T , we
simplify the notation of Uβ(v,p) to Uβ(p) in context of the given instance. We give an upper
bound on Uβ(p) in the following lemma, the proof of which can be found in Appendix D.1.

Lemma C.1. Given a realization of p ∼ GT , we let S be the number of 1/3(s) in p, then

Uβ(p) ≤
{

1
3 · (S + T ) if S ≥ T/2,
2
3 · S + 1

3 ·
⌊
3T−2S

4

⌋
if S < T/2.

With Lemma C.1, we can come to analyze the lower bound of the regret of any online throttling
strategy. We first give a non-simplified formula on the regret with the following lemma, the proof
of which can be found in Appendix D.2.

Lemma C.2. In the given instance (F,G, ρ), for any strategy β and number of rounds T , we have

OPT− Ep∼GT

[
Uβ(p)

]
≥ 1

12 · 2T
T/4∑

t=1

(T − 4(t− 1))

(
T + 1

2t− 1

)
.

Now, we need to simplify the lower bound we give above, which we finish in the following lemma.
In fact, the complex summing formula turns out to be much concise.

Lemma C.3.
T/4∑

t=1

(T − 4(t− 1))

(
T + 1

2t− 1

)
= 2T−1 +

T

2

(
T

T/2

)
.

The proof of Lemma C.3 can be found in Appendix D.3.
At last, by combining Lemma C.2 and Lemma C.3 and noticing that

(
T

T/2

)
≥ 2T /

√
2T by

Stirling’s formula, we have

Ep∼GT

[
Regβ(p)

]
= OPT− Ep∼GT

[
Uβ(p)

]
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≥ 1

12 · 2T
(
2T−1 +

T

2

(
T

T/2

))

≥ 1

24
+

√
2

48

√
T .

Therefore, Theorem 4.1 holds with Cl =
√
2/48.

D Missing Proofs in the Appendix

D.1 Proof of Lemma C.1

Given p including S 1/3(s) and (T −S) 2/3(s), we let n1 ≤ S and n2 ≤ T −S be the be the number
of auctions in which the buyer enters with p = 1/3 and p = 2/3 respectively. Then by the budget
constraint, we have

1

3
· n1 +

2

3
· n2 ≤

1

2
· T.

Meanwhile, the total revenue gained by β under p is

Uβ(p) =
2

3
· n1 +

1

3
· n2.

When S ≥ T/2, then since n1 ≤ S and n2 ≤ T − S, it is certain that

Uβ(p) ≤ 2

3
· S +

1

3
· (T − S) =

1

3
· (S + T ).

When S < T/2, if S is even, then

Uβ(p) =
2

3
· n1 +

1

3
· n2 =

1

2
n1 +

1

2

(
1

3
· n1 +

2

3
· n2

)

≤ 1

2
S +

1

4
T,

and the equality holds with n1 = S and n2 = (3T − 2S)/12. On the other hand, if S is odd,
then by a similar argument the maximal value Uβ(p) can reach with n1 ≤ S − 1 is no larger than
(S − 1)/2 + T/4. If n1 = S, then

Uβ(p) =
2

3
· n1 +

1

3
· n2 ≤

2

3
· S +

1

3

⌊
T/2− S/3

2/3

⌋
=

3T + 6S − 2

12
.

Putting together, we have Uβ(p) ≤ (3T + 6S − 2)/12. Combining both cases on whether 2|S or
not, we derive that

Uβ(p) ≤ 2

3
· S +

1

3
·
⌊
3T − 2S

4

⌋
.

D.2 Proof of Lemma C.2

We first calculate an upper bound on the expected total revenue of online throttling. Specifically,
since 4|T , we have

Uβ(p)
(a)
=

1

2T




T/2−1∑

S=0

(
2

3
S +

1

3

⌊
3T − 2S

4

⌋)(
T

S

)
+

T∑

S=T/2

1

3
(S + T )

(
T

S

)
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(b)
=

1

2T




T/2−1∑

S=0

(
2

3
T +

1

3
S +

1

3

⌊
3T − 2S

4

⌋)(
T

S

)
+

T

2

(
T

T/2

)
 .

Here, (a) is by Lemma C.1, and (b) holds by noticing that
(T
S

)
=
( T
T−S

)
. Now notice that

OPT =
T

2
=

1

2T

T∑

S=0

T

2

(
T

S

)
=

1

2T




T/2−1∑

S=0

T

(
T

S

)
+

T

2

(
T

T/2

)
 ,

and therefore, we derive that

OPT− Uβ(p) ≥ 1

2T

T/2−1∑

S=0

1

3

(
T − S −

⌊
3T − 2S

4

⌋)(
T

S

)

(a)
=

1

3 · 2T
T/4∑

t=1

(
T

4
− t+ 1

)((
T

2t− 2

)
+

(
T

2t− 1

))

(b)
=

1

12 · 2T
T/4∑

t=1

(T − 4(t− 1))

(
T + 1

2t− 1

)
.

Here, (a) holds by noticing that the multipliers of both
( T
2t−2

)
and

( T
2t−1

)
in the summing part equal

to T/4− t+ 1. Meanwhile, (b) establishes since
( T
2t−2

)
+
( T
2t−1

)
=
(T+1
2t−1

)
.

D.3 Proof of lemma C.3

To start with, by binomial theorem, we have

T/2∑

t=1

(
T

2t− 1

)
=

T/2+1∑

t=1

(
T

2t− 2

)
= 2T−1,

by adopting
(T
t

)
=
( T
T−t

)
again, we obtain

T/4∑

t=1

(
T

2t− 1

)
= 2T−2,

T/4∑

t=1

(
T

2t− 2

)
= 2T−2 − 1

2

(
T

T/2

)
. (23)

With the help of these two equalities, we have the following computation:

T/4∑

t=1

(T − 4(t− 1))

(
T + 1

2t− 1

)
= (T + 2)

T/4∑

t=1

(
T + 1

2t− 1

)
− 2

T/4∑

t=1

(2t− 1)

(
T + 1

2t− 1

)

(a)
= (T + 2)

T/4∑

t=1

((
T

2t− 1

)
+

(
T

2t− 2

))
− 2(T + 1)

T/4∑

t=1

(
T

2t− 2

)

(b)
= (T + 2)

T/4∑

t=1

(
T

2t− 1

)
− T

T/4∑

t=1

(
T

2t− 2

)

= 2T−1 +
T

2

(
T

T/2

)
.

For the above, (a) is by (2t− 1)
(
T+1
2t−1

)
= (T + 1)

(
T

2t−2

)
, and (b) is derived by (23).
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